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The extent to which we learn from positive and negative outcomes of decisions is modulated by the neurotrans-
mitter dopamine. Dopamine neurons burst fire in response to unexpected rewards and pause following negative
outcomes. This dual signaling mechanism is hypothesized to drive both approach and avoidance behavior. Here
we test a prediction deriving froma computational reinforcement learningmodel, inwhich approach ismediated
via activation of the direct cortico-striatal pathway due to striatal D1 receptor stimulation, while avoidance
occurs via disinhibition of indirect pathway striatal neurons secondary to a reduction of D2 receptor stimulation.
Using positron emission tomographywith two separate radioligands,we demonstrate that individual differences
in human approach and avoidance learning are predicted by variability in striatal D1 and D2 receptor binding,
respectively. Moreover, transient dopamine precursor depletion improved learning from negative outcomes.
These findings support a bidirectional modulatory role for striatal dopamine in reward and avoidance learning
via segregated D1 and D2 cortico-striatal pathways.

© 2015 Published by Elsevier Inc.
Introduction

While striatal dopamine signaling is widely thought to play an
important role in reward learning (Schultz, 2002), its contribution to
learning from negative outcomes is more controversial. Dopamine
neurons burst fire following the presentation of unexpected rewards,
and pause when an expected reward has been withheld, allowing
them to encode a reward prediction error (RPE) signal (Montague
et al., 1996; Schultz et al., 1997). One class of reinforcement learning
models suggests that phasic dopamine bursts support learning from
positive outcomes, but, that, due to low dynamic range at the low end
of dopamine signaling, other neuromodulators must be involved
in learning from negative outcomes (Daw et al., 2002; Bayer and
Glimcher, 2005). Another model, tested here, proposes that dopamine
modulates both approach and avoidance learning via two segregated
pathways in the cortico-striato-thalamocortical circuit (Frank, 2005;
Frank and O'Reilly, 2006; Frank et al., 2007a). In this model (Fig. 1),
striatalmedium spiny neurons of the direct pathway, which express do-
pamine D1 receptors (D1R), facilitate the selection of rewarding actions
encoded in the cortex. Those belonging to the indirect pathway, which
express dopamine D2 receptors (D2R), help to suppress cortical
Institute, 3801 University St.,
patterns that encode maladaptive or non-rewarding actions (Surmeier
et al., 2011). This opponent systemmodel may better account for asym-
metrical effects of dopaminemanipulations on reward and punishment
learning than single-value reinforcement learning models (Collins and
Frank, 2014). One of its predictions is that positive reinforcement
learning will be modulated by signaling within the D1 direct pathway
while negative reinforcement learning will be modulated by signaling
within the D2 indirect pathway.

In humans, there is indirect evidence that dopamine modulates
approach and avoidance learning in opposite directions (Frank et al.,
2004; Cools et al., 2006; Frank and O'Reilly, 2006; Pessiglione et al.,
2006;Moustafa et al., 2008). Genetic studies suggest that these opposite
modulations are related to D1R and D2R signaling (Frank et al., 2007b,
2009; Frank and Hutchison, 2009; Jocham et al., 2009; Doll et al.,
2011), but direct evidence is lacking.

Here we assess the potentially distinct roles of D1R and D2R signal-
ing in human learning and decision making by measuring receptor
availabilities using positron emission tomography (PET) with separate
tracers selective for D1R ([11C]SCH23390) and D2R ([11C]raclopride),
and relating these measures to performance on the Probabilistic Selec-
tion Task (PST), which simultaneously measures reinforcement and
avoidance learning. In a second study, we employed the PST and acute
phenylalanine and tyrosine depletion (APTD) to transiently decrease
dopamine levels, providing a causal test of the model prediction that
this manipulation would improve learning from negative outcomes.
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Fig. 1. Anatomy of the cortico-basal ganglia-thalamo-cortical loop. Dopamine modulates
the execution of responses involved in learning via two segregated pathways in the
cortico-striato-thalamocortical circuit: The direct Go pathway and the indirect NoGopath-
way. Striatal medium spiny neurons of the direct pathway mainly express D1 receptors
and project to the internal segment of the globus pallidus (Gpi) and the substantia nigra
pars reticulata (SNr), which in turn disinhibits the thalamus, thereby facilitating thalamic
projection to the cortex. Striatal neurons in the indirect pathway mostly express D2
receptors and project to the external segment of the globus pallidus (GPe), by which they
reduce the tonic inhibition of the GPe on the GPi/SNr, which in turn leads to a suppression
of the thalamic output to the cortex. Excitatory (inhibitory) projections in green (red).
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Materials & methods

Subjects

Study 1
Twenty-eight young (age 20.6 ± 1.9) healthy volunteers (14

females) were recruited through an advertisement in the McGill
University classified ads. Participants were excluded for any of the
following reasons: regular current or past drug use including smoking
(lifetime use of nicotine or marijuana N 20 occasions, lifetime use of
any other illicit drug N 3 occasions), any current or past Axis-I disor-
der assessed by a brief version of the Structural Clinical Interview of
DSM-IV diagnoses (First et al., 2002); any current or past neurological
condition; any other current or past medical condition that might
affect the interpretation of the study results; use of central nervous
system active medications; positive pregnancy test; and positive
urine toxicologic test results for illicit drugs (Triage-TM Panel for
Drugs of Abuse; Biosite Diagnostics, San Diego, California). Subjects
were preselected based on successful performance of the PST; they
had to reach the performance criteria during training as described
below. The study was carried out in accordance with the Declaration
of Helsinki and approved by the Research Ethics Board of the Montre-
al Neurological Institute. All participants provided written, informed
consent.

Study 2
A second, independent sample (N = 15; 6 females) of young

(21.5 ± 2.6) healthy volunteers was recruited using the exclusion
criteria described above. Ten subjects were kept for the final analysis
as 5 subjects had to be excluded: two because the APTD drink did not
produce a reduction in tyrosine and phenylalanine levels, and three be-
cause they did not successfully learn the PST (see below), choosingA N B
in fewer than50% of test phase trials. The studywas carried out in accor-
dance with the Declaration of Helsinki and approved by the Research
Ethics Board of the Montreal Neurological Institute. All participants
provided written, informed consent.
Procedure

Study 1
Subjects underwent four test sessions, consisting of one cognitive

session, an anatomical MRI scan, and two PET scans: one with the D1R
tracer [11C]SCH23390, and one with the D2R tracer [11C]raclopride.

Subjects were asked to abstain from caffeine for at least 4 h and from
alcohol for at least 24 h prior to each test session and to eat a light meal
1 h prior to coming to the laboratory. All sessions took place between
10 am and 4 pm. At the start of each test session, mood and anxiety
levels were measured using the Profile of Mood States questionnaire
(Lorr et al., 1982) and the Spielberger State Anxiety Inventory
(Spielberger et al., 1983) to ensure stable mood patterns across test
days. Prior to each session, a urine screen was done to confirm the ab-
sence of any use of drugs of abuse or CNS active medications (including
cocaine, amphetamines, barbiturates, benzodiazepines, Δ9-tetrahydro-
cannabinol, opiates and phencyclidine). Women were tested during
the follicular phase to ensure stable levels of estrogen across test days.

Study 2
Subjects came to the laboratory on two separate occasions during

which they completed the PST after ingesting one of the following two
amino acid (AA)mixtures: 1) An AAmixture that was deficient in dopa-
mine precursors tyrosine and phenylalanine, known to temporarily
cause a reduction in dopamine synthesis and 2)A nutritionally balanced
AA mixture. Studies in animals (Palmour et al., 1998; McTavish et al.,
1999; Brodnik et al., 2013) and humans (Montgomery et al., 2003;
Leyton et al., 2004) have established that this method reduces CSF
amine metabolite levels and brain dopamine levels by approximately
30% (Montgomery et al., 2003) for a period of several hours. The AA
mixtures were administered double blind, in counterbalanced order.
The APTD mixture's composition, preparation, and administration are
based on a 100 g nutritionally balanced mixture with phenylalanine
and tyrosine withheld, as described elsewhere (Leyton et al., 2000).

The day prior to each test session subjects followed a low protein
diet provided by the investigators and fasted from midnight. On the
actual test days, subjects came to the laboratory at 8.30 am, had a
blood sample taken and ingested one of the two AA mixtures. Subjects
were then asked to relax (but remain awake) for 3.5 h in a room with
relatively neutral videos and reading material available to them. Four
hours after AA administration, subjects performed the PST as described
below, and a blood sample was taken directly after. Subjects who failed
to show a reduction in plasma tyrosine at 4 h were excluded from
analysis.

Probabilistic Selection Task

We used the PST to assess the ability to learn from positive (Go
learning) and negative (NoGo Learning) outcomes (Frank et al., 2004;
Frank and Hutchison, 2009). The paradigm consists of a training and a
test phase. During training, three different stimulus pairs were present-
ed (A/B, C/D and E/F) in random order and participants had to learn to
select the “correct” stimulus. Visual feedback was provided (“Correct!”
or “Incorrect”), but this feedback was probabilistic. Choosing stimulus
A led to correct feedback on 80% of the AB trials, whereas choosing stim-
ulus B led to correct feedback on 20% of trials. The reward probabilities
were 70/30 for stimulus pair C/D and 60/40 for E/F respectively. Once
subjects reached the performance criterion (65% A in AB, 60% C in CD
and 50% E in EF), they advanced to the test phase.

During the test phase subjects had to select among all possible com-
binations of stimulus pairings, without further feedback, and were
instructed to choose the symbol that was more likely to be “correct”
based on what they learned during training. Each stimulus was paired
with every other stimulus for a total of 60 trials. Positive and negative
feedback learning was assessed by calculating the percentage of trials
where patterns A and C were chosen (A N CDEF + C N EF) and B and D
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were avoided (B b CDEF + D b EF), respectively, when presented in
novel combinations. This measure is very similar to the “choose-A”/
“avoid-B” distinction often used in this task, but is somewhat more
sensitive and includes more trials. Results were qualitatively similar
with the standard measures, but there were some participants who
performed at ceiling on “choose-A”/“avoid-B”, making the data less ap-
propriate for statistical inference. Note that, for evaluation of learning
performance in the test phase, A (and C) and B (and D) are always com-
pared to a set of stimuli that are on average neutral (mean value of 50%).

Classical reinforcement learningmodels assume that each action has
a single value that reflects the integrated history of both positive and
negative contingencies and that the agent then makes choices based
on the relative difference in values among available actions. These
models cannot predict any difference in choose-A and avoid-B perfor-
mance (because the difference between A and neutral is the same as
the difference between neutral and B). However, when these classical
models are modified to incorporate opponent valuation systems that
differentially represent positive and negative values (summarizing the
D1 and D2 cortico-striatal pathways in our model), they exhibit differ-
ences in simulated choose-A vs. avoid-B performance when there is an
asymmetry in the degree of learning in these two systems (Frank
et al., 2007a; Collins and Frank, 2014).

Image acquisition and processing

Subjects were scanned twice on a Siemens ECAT high-resolution
research tomograph (HRRT) PET camera (207 slice-coveragewith a spa-
tial resolution range between 2.3–3.4 mm full width at half maximum).
At the beginning of each PET session a 6minute 137Cs transmission scan
for attenuation correction was acquired followed by a bolus injection of
8–10 mCi of [11C]SCH23390 or [11C]raclopride. For each scan emission
data were collected over 60 min in 26 time frames of progressively
longer duration. No task was administered during scanning; subjects
were instructed to remain awake and rest quietly.

The PET images were reconstructed using the Ordinary Poisson
Ordered Subset Expectation Maximization (OP-OSEM) reconstruction
algorithm with 10 iterations and 16 subsets (Comtat et al., 2004),
which included correction for scatter, randoms, attenuation, normaliza-
tion, resolution degradation and head motion (Costes et al., 2009). The
reconstructed image frames were composed of 256 × 256 × 207 voxels
(voxel side length = 1.21875 mm).

For anatomical coregistration, high-resolution (1 mm3) T1-
weighted magnetic resonance images (MRI) were obtained for all par-
ticipants on a Siemens Sonata 1.5 T system, using a gradient echo
pulse sequence (repetition time (TR) = 22 ms, echo time (TE) =
9.2 ms, flip angle 30° and matrix size 176 × 256 × 256). Each MR
image was first pre-processed with the CIVET pipeline (version 1.1.9)
(wiki.bic.mni.mcgill.ca/index.php/CIVET) developed at the Montreal
Neurological Institute (MNI) for fully automated structural image anal-
ysis (Ad-Dab'bagh et al., 2006). The native MR volumes were corrected
for image intensity non-uniformity (Sled et al., 1998), and linearly and
non-linearly transformed into standardizedMNI space using automated
featurematching to the ICBM152 template (Collins et al., 1994). TheMR
image in MNI space was classified into white matter, gray matter and
CSF (Sled et al., 1998), and was automatically segmented using a
probabilistic atlas based approach (Collins and Evans, 1997). Regions
of interest (ROI), including the ventral striatum, caudate and putamen,
were defined on each individual's MRI inMNI space using a high resolu-
tion template (Fonov et al., 2009).

The spatial rigid-body transformation between the summedPET vol-
ume and the native MR image was estimated with normalized mutual
information, and was used to position the ROI masks into the native
PET space. The resulting registration was visually checked for the
whole brain and at the level of basal ganglia. Since [11C]SCH23390 has
a higher affinity for binding to extrastriatal dopaminergic receptors
than [11C]raclopride, a more accurate MRI/PET coregistration was
obtained with the former tracer. In order to improve the MRI/PET
coregistration for the raclopride images, we linearly transformed
the [11C]raclopride volume onto the [11C]SCH23390 volume. We
then combined these transformation parameters with those of the
[11C]SCH23390 to MRI transform to position the ROI masks into native
PET [11C]raclopride space.

For both [11C]raclopride and [11C]SCH23390 scans, time–activity
curves were extracted from the original (non-smoothed) dynamic
image by masking the ROIs onto the native PET space. The ROIs were
eroded in order to reduce partial volume effects on the PET images.
Regional [11C]raclopride and [11C]SCH23390 non-displaceable binding
potential values (BPND) were then computed for each ROI using tools
developed by Turku PET center (http://www.turkupetcentre.net/). For
each ROI, BPND values were calculated using the Simplified Reference
Tissue Model with the cerebellum as the reference region, which is
devoid of D1/D2/D3 receptors, to describe the kinetics of the free
and specifically bound ligand (Lammertsma and Hume, 1996). BPND
expresses the relationship between the estimated density of available
dopamine receptors (Bavail), the dissociation constant of its target dopa-
mine receptor (KD) and the free fraction of non-specifically bound tracer
in the brain (FND) (Mintun et al., 1984):

BPND ¼ FND � Bavail
.

KD

� �
: ð1Þ

Additionally, voxel-wise BPND images were generated for each
subject for each tracer, using the time–activity curve at each voxel and
the same Simplified Reference Tissue Model as for the ROI. These
maps were used to generate statistical parametric maps of the correla-
tions between BPND and task performance (see below).

BPND is proportional to the density of available receptors (Bavail),
which is itself a function of total receptor density (Bmax). However,
[11C]Raclopride and [11C]SCH23390 BPND are related to receptor densi-
ty in differentways (Marcellino et al., 2012). [11C]SCH23390 BPND is lin-
early proportional to D1R density or Bmax, and unaffected by variations
in dopamine levels, likely due to the low affinity of dopamine for the
D1R, and to the fact that the ligand binds to the receptor equally well
in either affinity state (high or low), or when it is internalized. Several
studies in primates (Chou et al., 1999) and mice (Thibaut et al., 1996)
confirm that SCH23390 binding to dopamine receptors is unaffected
by acute changes in extracellular dopamine. We thus predicted a linear
relationship between [11C]SCH23390 BPND and learning from positive
outcomes.

[11C]Raclopride BPND, on the other hand, depends on both D2R
density and endogenous dopamine levels (Laruelle et al., 1997).
Thus [11C]raclopride BPND can be expressed as a function of receptor oc-
cupancy (σ, ranging from 0 to 1), which depends on tonic dopamine
levels, and the theoretical number of receptor sites available for binding
(BP0, the density of available receptors if there were no dopamine
present) represented by the following equation (Gjedde et al., 2010).

BPND ¼ 1−σð Þ � BP0 ð2Þ

Since receptor occupancy and the number of available receptor sites
have opposing effects on [11C]raclopride BPND, we predicted a non-
linear, quadratic relationship between the [11C]raclopride BPND and
learning from negative outcomes (see below).

Statistical analyses

Study 1
To assess the relationship between BPND of the D1R and D2R tracers

and learning from positive and negative outcomes (study 1) linear
(Pearson correlation) and non-linear (quadratic) regression models
were used, respectively. The significance of these regression effects
was tested at the regional level using the BPND values for each ROI, as

http://www.turkupetcentre.net/
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well as at the level of individual voxels. SPSS Version 20 was used to
perform statistical analysis of the ROI data, with significance set at
p b 0.05. Additionally, a T-map of voxel-wise linear regression between
[11C]SCH23390 BPND and Go learning was generated using Eq. (3)
and an F-map of the voxel-wise quadratic regression between BPND
[11C]raclopride and NoGo learning was created using Eq. (4).

BPND
11C
h i

SCH23390 ¼ α0 þ α1Go α1 ≠ 0 ð3Þ

BPND
11C
h i

raclopride ¼ β0 þ β1NoGoþ β2NoGo
2 β2≠ 0 ð4Þ

Both statistical parametric maps were generated in MNI space,
thresholded at p = 0.05 corrected for multiple comparisons using the
striatum as search volume (Worsley et al., 1996), and superimposed
on the average T1-weighted MRI of all participants.

Study 2
Amino acid levels in blood were measured using gradient reverse-

phase high-performance liquid chromatography with fluorometric
detection. The availability of dopamine precursors in the brain was
assessed by calculating the ratio of tyrosine and phenylalanine to all
other large neutral amino acids (LNAAs) (including valine, methionine,
isoleucine, leucine, tryptophan, tyrosine and phenylalanine in the
denominator) at two time points: at baseline, prior to AAmixture inges-
tion and 4 h post ingestion. The effect of AA mixture on blood plasma
levels wasmeasured using a 2 × 2 (time×AA condition) repeatedmea-
sures ANOVA. A paired t-test across sessions was used to measure the
effect of APTD on learning from negative outcomes. Significance was
set at p b 0.05.
Fig. 2. D1R and D2R availability differentially predict learning from positive and negative outco
p=0.002) and putamen (r=0.52, p=0.005) predicts individual differences in learning from po
the striatum and reward learning (p=0.05, corrected). (C) InvertedU relationship between [11C
(D) Theoretical model of the relationship between NoGo learning and D2 binding as measured
occupancy of D2R by dopamine. BP0 is the total number of D2R available for binding. BPND is the
[11C]raclopride BPND in the striatum and avoidance learning (p = 0.05 corrected).
Results

Study 1: relationship between D1R and D2R availability and learning

Learning from positive outcomes correlated linearly with D1R
binding as assessed by [11C]SCH23390 BPND in the caudate (r = .57,
p = .002), putamen (r = .52, p = .005) and the striatum as a whole
(r = .55, p = .003) (Fig. 2A). Since D1R and D2R binding significantly
correlated with each other in the striatum (r2 = 0.23, p = 0.012), a lin-
ear regression model including both D1R and D2R binding in the stria-
tum as predictors of learning from positive outcomes was applied to
assess the selectivity of this relationship. We observed a significant
linear relationship (caudate: F(2, 24) = 5.78, p = .009; putamen:
F(2,24) = 4.58, p = .021; striatum whole: F(2, 24) = 5.33, p = .012),
with a selective effect of D1Rbinding on learning frompositive feedback
(caudate: t = 2.6, p = .016; putamen: t = 2.5, p = .019; striatum
whole: t = 2.7, p = .013), but no effect of D2R binding (caudate: t =
.46, p = .65; putamen: t = .42, p = .68; striatum whole: t = .34, p =
.74). A voxel-wise linear regression model further confirmed the signif-
icance of these findings, demonstrating a linear relationship between
D1R binding and learning from positive outcomes (t = 6.2, p b 0.05,
corrected, Fig. 2B). No relationship was observed between D1R and
learning from negative outcomes (r2 ≤ 0.01, p N 0.6). The correlation
between learning from positive outcomes and ventral striatum [11C]
SCH23390 BPND was non-significant (p = 0.12).

Conversely, in line with the model prediction, we observed a
quadratic, inverted U-shape relationship between [11C]raclopride BPND
and learning from negative feedback in the putamen (r2 = .19, p =
0.03, Fig. 2C). A trend towards significance was found in the caudate
nucleus (p = 0.054) and striatum as a whole (p = 0.058) but not the
ventral striatum (p = 0.6). The quadratic effect was confirmed by a
voxel-wise non-linear regression F-map of [11C]raclopride BPND in the
striatum and learning from negative outcomes, which shows significant
peaks in bilateral putamen (Fig. 2E). No relationship was observed,
mes. (A) [11C]SCH23390 BPND, indicative of D1 receptor density, in the caudate (r = 0.57,
sitive outcomes. (B) T-map of voxel-wise linear regression between [11C]SCH23390 BPND in
]raclopride BPND in theputamen and learning fromnegative outcomes (r2=0.19, p=0.03).
by PET, adapted from Gjedde et al. (2010). BPND = (1− σ) ∗ BP0. The occupancy (σ) is the
measured raclopride BP by PET. (E) F-map of voxel-wise non-linear regression between
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either linear or quadratic, between [11C]raclopride BPND and learning
from positive outcomes after correcting for the effects of D1R binding
(r2 = 0.005, p N 0.7).

Study 2: the effect of dopamine depletion on learning

Subjects performed the PST on two separate occasions, once after
APTD, and once after drinking a balanced amino acid solution. APTD
caused a significant reduction in the ratio of tyrosine (F(1,9) = 28.2,
p b 0.0001) and phenylalanine (F(1,9) = 111.9, p b 0.0001) to large
neutral amino acids as reflected by a AA mixture × time interaction,
confirming that the APTD mixture successfully reduced dopamine
precursor levels (Fig. 3A), both compared to baseline, and compared
to the BAL session. The mean reduction in plasma tyrosine was 75%
(SD: 6.6%). Two subjects failed to show a reduction in plasma tyrosine
and phenylalanine and were excluded from the analysis. This reduction
in dopamine precursor levels significantly improved learning from
negative outcomes (t(9) = 2.3, p = .046), without affecting learning
from positive feedback (t(9) = − .23, p = .556, Fig. 3B).

Discussion

Together, these findings demonstrate that individual differences in
learning from positive and negative outcomes are related to striatal
dopamine D1R and D2R function, respectively. The linear relationship
between [11C]SCH23390 BPND and learning frompositive outcomes sug-
gests that D1R signaling modulates the sensitivity to phasic dopamine
bursts in response to RPEs, consistent with predictions from animal
research (Montague et al., 1996; Schultz et al., 1997). As mentioned
above, [11C]SCH23390 BPND is an index of D1R density and is indepen-
dent of tonic dopamine levels. D1R-modulated signals modify cortico-
striatal synaptic plasticity in response to phasic dopamine signals,
thereby facilitating adaptive learning to positive outcomes (Reynolds
et al., 2001; Reynolds and Wickens, 2002; Shen et al., 2008), consistent
with optogenetic manipulations demonstrating positive instrumental
conditioning following stimulation of D1R-bearing striatal medium
spiny neurons (Kravitz et al., 2012).

We also demonstrate an inverted U-shaped relationship between
D2R binding and learning from negative outcomes. According to the
model (Frank, 2005), NoGo learning occurs when dopamine levels are
sufficiently low to allow negative RPEs to disinhibit D2R-bearing medi-
um spiny neurons. This is supported by our findings that tyrosine and
phenylalanine depletion improved learning from negative outcomes.
While previous studies have shown enhanced NoGo learning in
unmedicated Parkinson's disease patients (Frank et al., 2004), here we
demonstrate that reductions in dopamine per se can selectively
improve negative feedback learning in healthy humans. At a cellular
level, long-term potentiation within the indirect pathway occurs fol-
lowing a lack of D2R stimulation (Shen et al., 2008) and is enhanced
Fig. 3. APTD reduces dopamine precursor tyrosine levels in blood and improves learning fro
significantly reduced blood tyrosine/LNAAs ratio (p b 0.001). The result for phenylalanine/LNAA
outcomes (t = 2.3, p = 0.046) without affecting learning from positive feedback. These data, f
by D2R blockade (Beeler et al., 2012), while direct optogenetic stimula-
tion of striatal D2R neurons promotes avoidance behavior (Kravitz et al.,
2012).

The direct and indirect cortico-striatal pathways support the learn-
ing of adaptive and maladaptive action values via differential effects of
dopamine bursts and dips on D1R and D2R, respectively. D1R have
low affinity for dopamine (Marcellino et al., 2012) and only respond
to large increases in synaptic dopamine released during phasic
dopamine neuron bursts that reflect positive RPEs, supporting learning
to approach rewarding stimuli (Frank, 2005). Conversely, the higher
affinity D2R in the indirect pathway can detect transient reductions in
tonic dopamine levels that follow pauses in dopamine neuron firing
during negative RPEs, thereby supporting learning to avoid negative
outcomes (Frank, 2005). Note that D2R stimulation reduces excitability
of medium spiny neuron of the indirect pathway (Hernández-López
et al., 2000); therefore, reductions in D2R signaling have the effect of
potentiating the inhibitory indirect pathway.

The observed inverted U relationship between raclopride binding
and learning from negative outcomes is consistent with the fact that
[11C]raclopride BPND reflects not only D2R density, but also tonic dopa-
mine levels (Laruelle et al., 1997). Accordingly, the ability to learn from
negative outcomes will be greater either when tonic dopamine levels
are low, leading to low occupancy (and higher BPND), or when D2R
density is low (leading to lower BPND). Both of these conditions are asso-
ciated with reduced D2 signaling, which facilitates neuronal firing and
long-term potentiation within D2R-bearing medium spiny neurons of
the indirect pathway during negative RPEs. This explains the quadratic
relationship between [11C]raclopride BPND and NoGo learning as per
Eq. (2) and Fig. 2D (also see Supplementary materials). This interpreta-
tion is further supported by genetic studies showing that the C allele of
the promoter polymorphism rs12364283 of DRD2, which is associated
with higher transcriptional activity and D2R density (Zhang et al.,
2007) in post-mortem studies, was associated with poorer learning
from negative outcomes using the same task (Frank and Hutchison,
2009). Note that the foregoing argument assumes that dopamine recep-
tor density determines the signaling strength of dopamine, for both D1R
and D2R. In other words, we suggest that the intensity of the dopamine
signal in the striatum (i.e. its effect on learning) depends on the absolute
number of interactions between dopamine and its post-synaptic recep-
tors, rather than the percent of receptors occupied. This hypothesis
cannot be tested here, but the linear relationship between D1R density
and positive learning shown here, and the findings related to the D2R
promoter and learning from negative outcomes both support this view.

The APTD findings further support the interpretation that NoGo
learning is facilitated by reduced D2R occupancy by dopamine, which
makes it easier for indirect pathway neurons to become disinhibited
by negative RPEs. Note that acute changes in tonic dopamine do not
lead to changes in dopamine receptor expression (Laruelle et al.,
1997), therefore the effect of APTD is assumed to be limited to reduced
m negative outcomes. (A) APTD compared to the nutritionally balanced mixture (BAL)
s ratio was the same (p b 0.001). (B) APTD significantly improved learning from negative
rom different sessions in the same individuals, are represented as mean ± SEM.
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receptor occupancy. APTD did not affect Go learning. According to the
model (Frank, 2005), NoGo learning is quite sensitive to changes in
baseline tonic dopamine levels, influencing the ability of D2R-bearing
medium spiny neurons to respond to pauses in dopamine firing in re-
sponse to negative RPEs. According to recent evidence, APTD affects
phasic as well as tonic dopamine release (Le Masurier et al., 2013).
However, modeling of synaptic dopamine signaling suggests that de-
pleting vesicular dopamine may only affect tonic signaling at D2 recep-
tors and have little effect on phasic signaling (Dreyer et al., 2010). Please
see Supplementary materials for details.

These results have implications for our understanding of striatal
dopamine signaling and its role in pathologies of motivated behavior.
First, they support the view that dopamine is not only implicated in pos-
itive reinforcement, but that reductions in dopamine are also relevant
for learning from negative outcomes via D2 signaling. Rodent studies
have demonstrated that D2R blockade not only induces motor skill
deficits, but also leads to persistently impaired performance even after
normalization of D2 signaling, implicating aberrant learning (Beeler
et al., 2012). The present findings suggest that these same mechanisms
are relevant to avoidance learning from negative outcomes in humans.

Our finding that low dopamine facilitates rather than impairs
learning from negative outcomes specifically supports the theory that
dopamine acts as a RPE signal rather than a saliency signal. According
to the saliency hypothesis low dopamine would be expected to cause
a reduction in both Go and NoGo learning (Bromberg-Martin et al.,
2010). The bidirectional effect of dopamine on processing positive and
negative outcomes, as observed here, forms one of the key distinctions
between the RPE and saliency hypotheses, and thus emphasizes the
role of dopamine in coding RPE, although this does not exclude the
existence of an additional dopaminergic saliency signal.

The model of basal ganglia processing supported by these results
provides a mechanism, at the computational level, for impulse control
disorders. Persistent over-stimulation of striatal D2R should reduce
the impact of negative outcomes. This may explain the phenomenon
of impulsivity induced by dopamine agonistmedications. Thedopamine
agonists that cause impulse control disorders such as pathological gam-
bling and compulsive shopping preferentially stimulate the D2R family
(Potenza et al., 2007; Voon et al., 2011). In many cases the impulsive
behavior is time-locked to drug administration. Impulsivity, in this
case, would result from an inability to consider the impact of negative
outcomes. Further support for this notion comes from two other reports
showing an inverted U-shaped relationship between [11C]raclopride
BPND and measures of impulsive personality, namely the personality
construct of sensation seeking (Gjedde et al., 2010), which is itself asso-
ciated with impulsive and risky behavior (Zuckerman and Kuhlman,
2000), and Negative Urgency (Clark et al., 2012), which is associated
with problem gambling. Taken together with these findings, our results
suggest that inherent differences in dopamine D2R signaling may
predispose individuals to addictive and impulsive disorders. This may
require re-thinking the labeling of this dopaminergic vulnerability as
reflecting “reward deficiency” (Dagher and Robbins, 2009), which im-
plies that increased vulnerability results from reduced dopamine signal-
ing. In contrast, our findings suggest that increased D2R signaling may
be associated with increased vulnerability to addictive and impulsive
disorders, which is consistent with other studies that have shown that
decreased activity of the indirect pathway (or increased D2R stimula-
tion) predisposes to addictive behaviors (Collins and Woods, 2009;
Lobo et al., 2010; Maia and Frank, 2011). Future studies could test
whether impaired NoGo learning and impulsivity correlate across
individuals or following dopaminergic manipulations, and investigate
the relationship between negative reinforcement and the urge to
engage in reward seeking behavior.

Our results need to be interpreted in light of the following limitations.
First, the sample size of the APTD study (n = 10) was modest, but suffi-
cient to detect a significant effect within-subjects, and within the com-
monly accepted range for assessing pharmacological challenges. Second,
our interpretation of the D2 results rests on several assumptions about
D2 signaling and APTD. As highlighted above, measures of [11C]raclopride
BPND are unable to differentiate betweenD2R density (Bmax) and receptor
occupancy by dopamine. These two measures have opposing effects on
D2 signaling and thus on learning from negative outcomes. Although
this accounts for the observed inverted U-shape function, this method
does not allow us to disentangle the contribution of endogenous dopa-
mine levels versus receptor density, nor interactions between the two.
Other methods will be needed to address this issue. Nevertheless, our
findings do show selective modulation of positive and negative learning
by D1 and D2 signaling, respectively. Third, the PST, as employed here,
is unable to tease apart the expression of learned associations versus the
learning itself. Therefore, an alternative explanation for our findings is
that dopamine signalingmediates value-based choice performance rather
than learning per se (Smittenaar et al., 2012), an interpretation that is also
consistentwith recent refinements to the computationalmodel used here
(Collins and Frank, 2014).

Conclusion

Our findings support a modulatory role for striatal dopamine in
reward and avoidance based learning via segregated striatal D1R and
D2R pathways. Individual differences in D1R and D2R binding predicted
learning from positive and negative outcomes of decisions, respectively.
This variability inD1R andD2R signalingmay be responsible for individ-
ual differences in the response to reward and punishment related
signals, which may underlie differences in vulnerability to drug addic-
tion, obesity and other impulse control disorders. We further suggest
that the often-noted association between genetic or PET measures of
D2R and drug addiction or pathological gambling implicates impaired
punishment learning in these disorders.
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