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Objective: Patients with schizophrenia (SZ) show reinforcement learning impairments related to both the
gradual/procedural acquisition of reward contingencies, and the ability to use trial-to-trial feedback to
make rapid behavioral adjustments. Method: We used neurocomputational modeling to develop plausible
mechanistic hypotheses explaining reinforcement learning impairments in individuals with SZ. We tested
the model with a novel Go/NoGo learning task in which subjects had to learn to respond or withhold
responses when presented with different stimuli associated with different probabilities of gains or losses
in points. We analyzed data from 34 patients and 23 matched controls, characterizing positive- and
negative-feedback-driven learning in both a training phase and a test phase. Results: Consistent with
simulations from a computational model of aberrant dopamine input to the basal ganglia patients, patients
with SZ showed an overall increased rate of responding in the training phase, together with reduced
response-time acceleration to frequently rewarded stimuli across training blocks, and a reduced relative
preference for frequently rewarded training stimuli in the test phase. Patients did not differ from controls
on measures of procedural negative-feedback-driven learning, although patients with SZ exhibited
deficits in trial-to-trial adjustments to negative feedback, with these measures correlating with negative
symptom severity. Conclusions: These findings support the hypothesis that patients with SZ have a
deficit in procedural “Go” learning, linked to abnormalities in DA transmission at D1-type receptors,
despite a “Go bias” (increased response rate), potentially related to excessive tonic dopamine. Deficits in
trial-to-trial reinforcement learning were limited to a subset of patients with SZ with severe negative
symptoms, putatively stemming from prefrontal cortical dysfunction.
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Deficits in reinforcement-driven learning have been frequently
observed in patients with schizophrenia (SZ; Malenka, Angel,
Hampton, & Berger, 1982; Rushe, Woodruff, Murray, & Morris,
1999). This has been especially true for learning tasks in which
explicit hypotheses are tested and evaluated on a trial-to-trial basis
as on the Wisconsin Card Sort Test (Prentice, Gold, & Buchanan,
2008) and Conditional Associative Learning paradigms (Gold et
al., 2000; Kemali, Maj, Galderisi, Monteleone, & Mucci, 1987).
Impairments on these tasks are typically interpreted to suggest
prefrontal cortical (PFC) dysfunction. The results of studies ex-
amining less explicit (e.g., procedural) forms of reinforcement
learning in patients with SZ, by contrast, have been mixed (see

Gold, Waltz, Prentice, Morris, & Heerey, 2008, for a review).
Patients with SZ have shown intact performance on a variety of
paradigms thought to rely primarily on implicit learning mecha-
nisms, including serial reaction time tasks (Foerde et al., 2008),
probabilistic classification learning tasks (Keri et al., 2000; Wei-
ckert et al., 2002), and artificial grammar learning tasks (Danion,
Meulemans, Kauffmann-Muller, & Vermaat, 2001; Horan et al.,
2008), although examples of impaired performance exist for some
of these tasks, as well (Foerde et al., 2008; Horan et al., 2008;
Schwartz, Howard, Howard, Hovaguimian, & Deutsch, 2003).
Thus, it appears likely that differences in clinical features among
studied cohorts, as well as the cognitive demands of specific tasks,
may have an impact on observed results, making it difficult to draw
more general inferences from this body of work.

Our own previous work (Waltz, Frank, Robinson, & Gold,
2007) suggests possible performance dissociations between (1)
tasks relying primarily on positive-feedback-driven procedural
learning mechanisms and those relying primarily on negative-
feedback-driven procedural learning mechanisms, and (2) tasks of
negative-feedback-driven learning, primarily dependent on proce-
dural mechanisms versus those primarily reliant on explicit/de-
clarative mechanisms (e.g., a shift to a new deterministic rule
when the previous one is no longer appropriate). In short, our
previous results argue against a general sparing of procedural
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learning capacities, but nevertheless suggest that some mecha-
nisms are relatively preserved and may be able to compensate, to
some extent, for those that are disrupted. Feedback-driven learning
of procedures and habits depends on intact function of the basal
ganglia (BG; Frank & Claus, 2006; Graybiel, 2008; Knowlton,
Mangels, & Squire, 1996; Tricomi, Balleine, & O’Doherty, 2009).
Given the evidence that SZ involves BG DA dysfunction, we have
argued that neurocomputational models of BG function which
have been developed refined and tested to account for learning as
a function of BG DA manipulations, may fruitfully contribute to a
more differentiated account of the relative preservation and dis-
ruption of procedural learning mechanisms in SZ.

Predictions From Computational Modeling

Simulation models (Frank, 2005; Frank & Claus, 2006; Wiecki,
Riedinger, von Ameln-Mayerhofer, Schmidt, & Frank, 2009) have
been the sources of multiple specific hypotheses about the func-
tional consequences of particular aspects of dopamine modulation
of striato-cortical circuits. In brief, phasic (transient) dopamine
signals that occur during positive and negative prediction errors
(Schultz, Dayan, & Montague, 1997) are required to drive changes
in synaptic plasticity via D1 and D2 receptors in “Go” and “NoGo”
neuronal populations, respectively (Frank, 2005; Frank, Seeberger,
& O’Reilly, 2004). The “Go” pathway is thought to be critical for
learning actions that are associated with rewarding, positive out-
comes, whereas the “NoGo” pathway is critical for learning to
avoid actions that are associated with negative outcomes. Further-
more, tonic DA levels also modulate relative activity states in these
cells, with higher levels favoring activity in the Go pathway over
the NoGo pathway during response selection, affecting the speed
with which responses are executed (Wiecki et al., 2009).

Based on evidence that SZ involves high tonic DA levels in the
BG (Abi-Dargham et al., 2000; Laruelle & Abi-Dargham, 1999),
we predicted that patients should show an overall “Go bias” in the
context of reinforcement learning tasks. Such a “Go bias” would
be evidenced by an overall tendency to make rather than withhold
motor responses even when it is disadvantageous to do so. We also
predicted that patients would exhibit a Go learning deficit, based
on the hypothesis that excessive DA tone would be associated with
reduced fidelity of phasic increases, together with evidence for
reduced D1-receptor transmission in SZ (Abi-Dargham et al.,
2002; Abi-Dargham & Moore, 2003; Weinberger, 1987). That is,
we hypothesized that a reduced ability to interpret phasic DA
bursts, against the background of high DA tone, would result in a
comprised ability to learn from positive reinforcement, and dimin-
ished tendency to selectively make appropriate Go responses to
positive stimuli, despite an overall increased tendency to make Go
responses (Go bias).

Behavioral Tests of Model Predictions

Preliminary evidence of a Go learning deficit in SZ comes from
the results of a recent study by our group (Waltz et al., 2007), in
which we showed that patients with SZ exhibit impairment when
procedural (probabilistic) learning is driven by positive feedback,
but normal performance when procedural learning is driven by
negative feedback. The task used in that study, however, required

subjects to choose a stimulus on every trial. Thus, we were unable
to test the hypothesis that patients with SZ have a “Go bias”—an
overall bias to respond.

To address both of the model predictions above, we adminis-
tered a novel probabilistic “Go/NoGo” task (Frank & O’Reilly,
2006) to patients with SZ and controls. This task required subjects
to learn about the reinforcement properties of stimulus choices by
button-pressing (“Go” responding). For some stimuli, Go re-
sponses were rewarded most of the time with points, whereas, for
other stimuli, responses were punished most of the time with
point-deductions. Nonresponses were neither rewarded nor pun-
ished. By integrating reinforcement associated with button-presses
to the different stimuli, subjects could learn which stimuli to
respond to receive a reward, and which ones to avoid to responding
in order to avoid losses.

Gradual “Go” learning could be assessed both in a training
phase (by measuring changes in Go response times across blocks,
predicted to speed up for the most reinforced stimuli; Moustafa,
Cohen, Sherman, & Frank, 2008) and in a test/transfer phase
administered following training (by measuring the tendency to
selectively boost responding to the most positively reinforced
stimuli). Gradual “NoGo” learning could be assessed both in the
Training Phase (by measuring changes in false-alarm rates across
blocks) and in the Test/Transfer Phase, following training (by
measuring the tendency to selectively withhold responses to pun-
ished stimuli). Furthermore, this paradigm enabled us to quantify
the general tendencies (“biases”) of subjects to respond (Go) and
to withhold responses (NoGo) to familiar and novel stimuli in the
test/transfer phase.

It is important to note that we were also able to assess rapid
reinforcement learning using this paradigm, by quantifying learn-
ing at the beginning of the training phase, and by characterizing
trial-by-trial adjustments in behavior. Based on previous findings
from our group (Waltz et al., 2007; Waltz & Gold, 2007), we
predicted that patients with SZ would show deficits in rapid early
learning of reinforcement contingencies (i.e., by hypothesis testing
and working memory, presumably dependent on PFC function),
even when guided by negative feedback, despite a relatively intact
ability to use negative feedback to gradually acquire stimulus-
response contingencies.

Method

Patients

Thirty-seven outpatients with a diagnosis of SZ, based on the
Structured Clinical Interview for Diagnostic and Statistical Man-
ual of Mental Disorders, Fourth Edition (DSM–IV) (SCID-I; First,
Spitzer, Gibbon, & Williams, 1997), were recruited from the
Maryland Psychiatric Research Center (MPRC; Table 1). Data
from three patients who did not appear to understand the task (and
thus rarely withheld responses) were removed from the analysis
data set. All patients were clinically stable, as determined by their
treating clinician. All patients were tested while receiving stable
medication regimens (no changes in type or dose within 4 weeks
of study). Almost half of patients (16/34) were taking one of the
second-generation antipsychotics as their only antipsychotic med-
ication (7 on clozapine, 5 on risperidone, 3 on olanzapine, and 1 on
aripriprazole). Seven patients were on first-generation antipsy-
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chotic monotherapy (4 on haloperidol, 3 on fluphenazine). Eleven
patients were taking two antipsychotics (almost all clozapine with
risperidone).

Control Subjects

Twenty-five healthy control subjects consented to participate in
the study. Data were discarded from two controls who did not
appear to understand the task, leaving 23 control subjects in the
analysis data set. They were recruited through a combination of
newspaper advertisements and random phone number dialing and
were extensively screened for Axis I and II disorders using the
SCID-I (First et al., 1997) and the Structured Interview for DSM–
III–R Personality Disorders (SIDP-R; Pfohl, Blum, Zimmerman, &
Stangl, 1989). Subjects were also screened for family history of
psychosis and medical conditions that might impact cognitive
performance, including drug use. All control subjects were free of
any significant personal psychiatric and medical history, had no
history of severe mental illness in first-degree relatives, and did not
meet criteria for current substance abuse or dependence.

General Procedures

After explanation of study procedures, all subjects provided
written informed consent for a protocol approved by the University
of Maryland School of Medicine Internal Review Board. Before
signing consent documents, patients had to demonstrate adequate
understanding of study demands, risks, and means of withdrawing
from participation in response to structured probe questions. All
subjects were compensated for study participation.

In addition, we also administered a brief battery of standard
neuropsychological tests for purposes of sample description and
correlational analyses. Tests included measures of word reading
(the Wechsler Test of Adult Reading, or WTAR; Wechsler, 2001),
word list learning (Hopkins Verbal Learning Test—Revised;
Brandt and Benedict, 2001), and working memory (Letter-number

Span and Spatial Span; Gold, Carpenter, Randolph, Goldberg, &
Weinberger, 1997; Wechsler, 1997).

Patients were also characterized using the Brief Psychiatric
Ratings Scale (BPRS; Overall & Gorman, 1962), the Scales for the
Assessment of Negative Symptoms (SANS; Andreasen, 1984),
and the Calgary Depression Scale (CDS; Addington, Addington,
Maticka-Tyndale, & Joyce, 1992). The symptom and functioning
ratings were conducted by masters and doctoral level clinicians.
Intraclass correlation coefficients (ICCs) for these instruments
ranged from 0.76 to 0.90.

Experimental Task

We used a computerized probabilistic reinforcement Go/NoGo
paradigm, in which stimuli were presented one at a time and the
participant had to either press a key (Go) or withhold their re-
sponse (NoGo). During the Training Phase, six different patterns
were presented in random order, associated with reinforcement
probabilities of 90%, 80%, 70%, 30%, 20%, and 10% for button
presses (Figure 1A). Stimuli were presented for 2 s, and responses
were accepted for the duration of presentation. Subjects were told
that some stimulus patterns would lead to point gains if selected
(always 1 point), while others would cause them to lose a point,
and that their goal should be to maximize point totals. After each
bar press response, visual feedback was provided for 1s (“You won
a point!” written in blue or “You lost a point” written in red). No
feedback was provided if subjects chose not to respond to a
particular stimulus. The interval between trials was 1 s. Training
trials were divided into 3 blocks of 60 trials each, with each
stimulus being presented 30 times (10 presentations/block). Over
time, participants learned that three of the stimuli should be asso-
ciated with a button press (because their corresponding probabil-
ities of reinforcement are greater than 50%), but that responses
made to the other three will likely make them lose points.

A posttraining test/transfer session (Figure 1B) followed the
three training blocks. Subjects were told that “during this set of

Table 1
Characterizing Information for Patients and Controls

Measure Control mean (SD) Patient mean (SD) p

Age 45.7 (11.5) 44.7 (9.2) .722
Age at illness onset — 23.2 (8.0)
Education (years) 15.3 (2.4) 12.8 (2.4) �.001
Paternal education (years) 14.9 (3.4) 13.9 (4.2) .379
Gender (M:F) 12:11 21:13 .587
Race .186

African American 4 11
Caucasian 19 21
Other 0 2

Standard neuropsychology
Wechsler Test of Adult Reading 111.6 (9.6) 100.0 (14.1) .002
Hopkins Verbal Learning Score 29.5 (4.2) 21.6 (5.8) �.001
Spatial Span Scaled Score 11.7 (2.2) 7.9 (3.1) �.001
Letter-number sequencing 16.1 (3.1) 12.1 (3.2) �.001

Clinical ratings
BPRS — 36.3 (10.7)
SANS — 32.8 (15.6)
Calgary Depression Scale — 3.5 (3.7)

Note. BPRS � Brief Psychiatric Rating Scale; SANS � Scale for the Assessment of Negative Symptoms.
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trials [they] will NOT receive feedback (“correct” or “incorrect”)
to [their] responses” and that they would “not know [their] point
totals during this phase” and therefore “try to use what [they]
learned before to get the most points possible.” Subjects were also
told that “besides the patterns [they] saw before, [they] may see
new combinations of patterns in the test.” In these new combina-
tions of patterns, the left and right halves of the combined pattern
each represented one of the training patterns. For example, half of
the composite pattern may have consisted of a familiar pattern that
was 80% correct, while the other half consisted of one that was

80% incorrect, so that the combined pattern should have been
equally associated with “Go” and “NoGo.” Such patterns had an
expected value of zero, and thus were termed “neutral” stimuli. In
other cases one of the patterns was more strongly associated with
a certain outcome (i.e., 90% reinforced, combined with 70%
unreinforced), and thus termed “Novel Positive” or “Novel Neg-
ative.” Stimuli were present on the screen until subjects made a
response. In this phase, subjects saw 69 total trials: each of the six
single patterns from the Training Phase were presented six times
(36 total trials), and each of the 11 novel combined patterns were

Figure 1. Probabilistic Go/NoGo task. (A) Training phase: Six patterns associated with reinforcement prob-
abilities of 90%, 80%, 70%, 30%, 20% and 10% were presented 30 times each, with feedback. (B) In a
test/transfer Phase, training (familiar) stimuli were presented 6 times each without feedback, along with 11 novel
stimuli, consisting of combinations of the training patterns. By virtue of their reinforcement probabilities,
training stimuli had expected values (EVs) of between � 0.8 and �0.8 points [the expected value for the
90%-win stimulus, for example, was (0.9 * 1) � (0.1 * �1) � 0.8, and the expected value for the 70%-win
stimulus was (0.7 * 1) � (0.3 * �1) � 0.4]. Based on the reinforcement probability of their constituent patterns
during the Training Phase, novel/combination stimuli had expected values of between �0.6 and � 0.6 points [the
expected value for the combination of the 90%-win stimulus and the 70%-win stimulus, for example, was the
mean of 0.8 and 0.4, or 0.6]. Novel patterns were presented 3 times each.
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presented three times (33 total trials). Thus, 18 of the Test trials
(involving patterns A, B, and C) were termed “Familiar Posi-
tive,” 12 were termed “Novel Positive,” nine were termed “Novel
Neutral,” 12 were termed “Novel Negative,” and 18 (D, E, and F)
were termed “Familiar Negative.”

Statistical Analysis

To characterize Go-responding in the training phase, we per-
formed a 3-way analysis of variance (ANOVA; mixed model) for
accuracy rates, with factors of group (2 levels), training block (3
levels), and valence (2 levels: Go/Positive and NoGo/Negative).
Accuracy rates were computed as Go responses to frequently
reinforced items (A, B, and C) and NoGo responses (withheld
responses) to frequently punished items (D, E, and F). We also
performed a two-way ANOVA for response times to positive
stimuli, with factors of group and training block (3 levels). We
calculated mean response times from the onset of the stimulus until
the time of response. We did not analyze response times to
negative stimuli, because many subjects made no, or very few, Go
responses to negative stimuli by the third block, reflecting suc-
cessful acquisition. To assess general response biases, we per-
formed a t test to compare mean Go-response rates between groups
in the Training Phase, independent of stimulus condition.

Because we had evidence from previous studies (Prentice et al.,
2008; Waltz et al., 2007), as well as the present study, that patients
and controls show differences in rapid acquisition early in a
session, we computed “win-stay” and “lose-shift” scores for each
reinforcement condition during the Training Phase. “Win-stay”
and “lose-shift” scores served as measures of rapid, trial-to-trial,
learning, in that they characterized the tendency of subjects to
respond immediately to feedback, rather than make choices based
on the expected value of a stimulus, integrated over the course of
many trials (this was assessed through changes in accuracy or RTs
over the course of blocks). We computed “win-stay” scores by
computing the proportion of positive feedback instances from
valid trials (in which an appropriate Go response was reinforced)
that were followed by another button press to the same stimulus
when it was next encountered. We computed “lose-shift” scores by
computing the proportion of negative feedback instances from
valid trials (in which inappropriate Go response were punished)
that were followed by the withholding of a response to the same
stimulus when it was next encountered. We then generated total
“win-stay” and “lose-shift” scores by averaging scores across
stimulus conditions for each measure. Between-groups differences
in mean scores were then assessed using t tests. Effect sizes were
also computed (Cohen’s D) and presented as supplementary data.

To determine whether participant groups differed in the gradual
integration of probabilistic Go- or NoGo-learning signals across
trials, we also used measures from the Test/Transfer Phase, which
was designed to assess learning across the entire Training Phase
(Frank & O’Reilly, 2006). Because subjects received no feedback
in the Test/Transfer Phase, no rapid, trial-to-trial learning could
occur in this phase. To assess subjects’ tendencies to selectively
boost Go responses to positively reinforced stimuli, and to selec-
tively withhold responses to negative stimuli, we computed
Go-response rates to positive/negative stimuli relative to Go
response rates to the neutral stimuli (which serve as a baseline;
see Figure 1B).

We used Spearman correlation analyses to assess relationships
between Go/NoGo task performance and three types of character-
izing variables: symptom ratings, standard neuropsychological
measures, and antipsychotic medication doses (converted to halo-
peridol equivalent units; see Supplementary Table 1). We used
four measures of Go/NoGo task performance in our correlation
analyses, all of which showed group differences: the correct-reject
and lose-shift rates from Training Block 1, the change in the
average RT to positive stimuli from Block 1 to Block 3 of the
Training Phase, and the (Familiar Positive–Novel Neutral)
Go-response-rate contrast from the Test/Transfer Phase.

To separately assess psychotic and disorganized symptoms from
the BPRS, subscores were grouped into reality distortion, disor-
ganization, negative symptom, and anxiety/depression clusters
based on the four-factor model of McMahon et al. (2002).

Computational Modeling

In brief, the model used here consists of two opposing pathways
from striatum to basal ganglia output nuclei, through thalamus, and
up to cortex. A direct Go-pathway facilitates execution of a cor-
tical response, whereas an indirect NoGo-pathway suppresses
competing responses. These two pathways originate in the striatum
which consists of two medium spiny neuronal populations oppo-
sitely modulated by dopaminergic neurons in the Substantia Nigra
pars compacta (SNc), together with GABAergic interneurons. Do-
pamine bursts drive Go learning in the direct pathway (via D1
receptors), promoting the selection of actions that lead to reward.
Phasic dopamine dips drive NoGo learning in the indirect pathway
(via D2 receptors), such that actions that lead to negative outcomes
are more likely to be avoided. This same model has been applied
to multiple datasets across species, tasks, and manipulations. A
more detailed description of the model and empirical support for it
can be found elsewhere (Cohen & Frank, 2009; Frank, 2006).

Task setup (stimulus-response-reward contingencies; training
and Test/Transfer Phase with recombined stimuli) was identical to
the behavioral experiment. However, instead of 10 stimulus rep-
etitions in one block, we trained our networks with 30 repetitions
in one block. (The reason for this change is that the network
model’s learning rate is set rather conservatively and thus needs
more training to achieve a similar level of overall performance,
particularly given that the model used here lacks PFC mechanisms
that would support rapid trial-to-trial learning (but see Frank et al.,
2004). We chose to focus on the BG-mediated learning mecha-
nisms because this same model has been applied to a range of
reinforcement learning and decision making tasks as a function of
DA manipulation (Frank, 2005; Frank et al., 2004; Moustafa et al.,
2008; Pizzagalli et al., 2008; Santesso et al., 2009; Wiecki et al.,
2009), with the same parameters used here.

In accordance with the dopamine hypothesis of SZ and empir-
ical data (Abi-Dargham et al., 1998; Laruelle & Abi-Dargham,
1999; Meyer-Lindenberg et al., 2002), we simulated SZ in our
model by increasing tonic levels of DA by 40%, accompanied by
a reduction of phasic burst activity by 25% following rewards
(simulating the effects of presynaptic autoreceptor regulation of
DA bursts). The dip in DA during negative feedback (change from
tonic levels) was kept the same as the intact case. A total of 80
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intact and 80 SZ networks with random initial synaptic weights
were trained and tested in an identical fashion as in the behavioral
experiment.

Results

Measures of Gradual/Procedural Learning From the
Training Phase

As illustrated in Figures 2A and 2B, both patients and controls
learned to withhold responses to (correctly reject) frequently punished
stimuli across the three blocks of 60 trials each, although patients with
SZ exhibited an overall Go bias, as indicated by a higher overall rate
of Go responses (67.4 � 12.5% vs. 59.5 � 14.8%) and a lower
overall rate of correct rejections (45.7 � 17.8% vs. 60.0 � 22.0%).
These effects were confirmed by ANOVAs showing main effects
of block, F(2, 54) � 29.33, p � .001; group, F(1, 55) � 4.76, p �
.033; and valence, positive versus negative stimuli; F(2, 54) �
136.28, p � .001.

We also observed a significant Group � Valence interaction,
F(1, 55) � 5.20, p � .026, because of the presence of a group
difference in accuracy for negative stimuli, measured by correct
rejection rates across the whole session, as mentioned above;
t(55) � 2.70, p � .009, but not for positive stimuli, SZ
M � 80.5 � 12.7%, NC M � 78.9 � 15.5%; t(55) � 0.43.
Furthermore, we observed a significant block � valence interac-
tion, F(2, 54) � 28.68, p � .001; as accuracy rates were modulated
by block number for negative stimuli, but not for positive stimuli.

We did not, however, observe a significant Group � Block
interaction, F(2, 54) � 1.35, or a significant Group � Block �
Valence interaction, F(2, 54) � 2.05, which would point to group
differences in learning rate. Although patients and controls dif-
fered in their overall correct rejection rates, and most dramatically
in their correct rejection rates in the first block of trials,
t(55) � 3.60, p � .001; Figure 2A, the groups did not differ in their
correct rejection rates in the final training block, t(55) � 1.397;
p � .10; see Supplementary Table 2 for effect sizes of group

Figure 2. Learning measures from the training phase. In all panels, black lines/bars � controls; gray
lines/bars � patients. A. Rates of hits (solid lines) and correct rejections (dashed lines) during the Training
Phase, by subject group and block. B. Changes in correct rejection rates by group, from training block 1 to
training block 3. C. Average RTs to positive stimuli during the Training Phase, by subject group and block. D.
Changes in average RTs to positive stimuli by group, from training block 1 to training block 3.
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differences. Thus, these findings support the notion that an initial
Go bias, together with an impairment in rapid learning from
negative feedback, led to deficits in withholding responses to
negative stimuli in early trials. By contrast, patients were able to
use negative feedback to learn gradually to withhold responses
to the same degree as controls did, by the end of training.

As shown in Figures 2C and 2D, when we analyzed the speed of
Go-responses in patients with SZ and controls, the two groups
showed differential rates of response time change across Training
blocks, with controls showing greater reductions in RTs to fre-
quently rewarded stimuli than patients, from the first to the last
training block. This impression was supported by the results of an
ANOVA, which revealed a main effect of block, F(2, 54) � 5.97,
p � .005, and a trend toward a main effect of group, F(1,
55) � 2.91, p � .094, on response time, qualified by a group �
block interaction, F(2, 54) � 3.22, p � .048. Given that previous
findings and simulations suggest that progressive response speed-
ing to reinforced stimuli depends on striatal DA/D1 dependent
processes (Frank, Doll, Oas-Terpstra, & Moreno, 2009; Moustafa
et al., 2008), the current observations point to a specific impair-
ment in Go-learning in patients with SZ.

Measures of Gradual/Procedural Learning From the
Test/Transfer Phase

As illustrated in Figure 3A, both patients and controls showed
strong modulations of Test/Transfer Go-response rates by the
objective reinforcement value of the Test/Transfer stimuli. Figure
3B shows, however, that, controlling for baseline Go response
rates to neutral stimuli, patients exhibited less of an increase in Go
responding to positive training stimuli, with no differences in the
ability to withhold responding to negative stimuli. That is, patients
showed reduced selectivity in their Go responding, but normal
selectivity in their NoGo responding. This impression was con-
firmed by the results of an ANOVA, which revealed a group �
trial-type interaction, F(3, 53) � 2.77, p � .05; and a main effect
of trial type, F(3, 53) � 51.46, p � .001; but no significant main
effect of group, F(1, 55) � 0.116. Post hoc, between-groups t tests
for each trial-type, confirmed that the Group � Trial-type inter-
action stemmed from a group difference in the tendency to in-
crease Go responding to positive training stimuli, t(55) � 2.03;
p � .048, and the lack of group differences for the other three trial
types (all t’s � 2 for tests of group differences in other conditions).

Figure 3. Performance of subjects in the posttraining test/transfer phase. In all panels, black lines � controls;
gray lines � patients/degraded networks. (A) Rates of Go responding plotted against the estimated expected
value of test/transfer stimuli. The expected values of combination stimuli (Figure 2) were computed by averaging
the expected values of the two component stimuli. (B) Measures of Go and NoGo response selectivity
at Test/Transfer. Adjusted for response rates to neutral novel stimuli, patients and controls show a similar
tendency to withhold responses to familiar negative stimuli at Test/Transfer, but patients show a reduced
tendency to “Go” to familiar positive stimuli. (C) and (D) show the performance of artificial neural networks on
test/transfer items. Like patients with SZ, degraded networks show a reduced preference for positive training
stimuli over neutral stimuli, when compared with control networks. Degraded and control networks do not differ
in their tendencies to avoid negative training stimuli, relative to neutral stimuli.
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Simulation of Patient Performance in the
Test/Transfer Phase

The gradual learning of reinforcement values needed to resolve
subtle probabilistic differences in stimulus-action outcomes, as
observed here, is thought to depend on striatal dopaminergic
mechanisms (in contrast to rapid trial-by-trial effects during ac-
quisition; Frank & Claus, 2006; Frank, Moustafa, Haughey, Cur-
ran, & Hutchison, 2007). As such, we subjected the basal ganglia
computational model to the same analysis, varying only striatal
dopaminergic function to simulate SZ and determine whether this
can account for the observed pattern of data (see Methods).

As can be seen in Figure 3C, both groups of networks exhibit a
roughly linear relationship between Go response rates as a function
of trained stimulus value, as in the behavioral data. Figure 3D
further illustrates that SZ networks showed a reduced tendency to
increase Go responses to positive relative to neutral stimuli. A
between-groups comparison reveals that this was true for both
familiar positive stimuli, SZ networks: 28.0%, control networks:
40.4%; t(158) � 6.21, p � .001; and novel positive stimuli, 6.7%
versus 9.7%; t(158) � 2.21, p � .03. By contrast, SZ and control
networks did not differ in their tendency to reduce response rates
to negative stimuli, for either familiar, �11.7% versus �10.8%;
t(158) � 1.71, p � .05; or novel negative stimuli, �6.0% versus
�3.7%; t(158) � 0.89. These findings resulted from a combination
of two factors: (i) elevated tonic DA levels, leading to an overall
“Go bias” (and therefore increased responding across the board,
including to neutral and negative stimuli), and (ii) a reduction of
phasic D1 signaling, leading to impaired Go learning. In contrast,
the DA dip during negative outcomes was kept the same as the
intact model (relative to tonic levels). Because learning in the
model is a function of relative differences between Go/NoGo
activity levels due to changes in DA levels (Frank, 2005), the
degree of NoGo learning was preserved. Thus, these simulations
highlight that patterns of behavioral results may emerge from an

underlying mechanism that may be counterintuitive: although pa-
tients responded more to negative stimuli (if one does not correct
for response rates to neutral stimuli), this could have resulted from
a mechanism whereby NoGo learning was relatively preserved.
Similarly, although patients responded similarly to controls for the
most positive stimuli (without correcting for neutral response
rates), the simulations show that the combined pattern of data are
more likely to arise from a mechanism whereby Go learning to
positive outcomes is impaired.

Behavioral Measures of Rapid/Explicit Learning From
the Training Phase

Because we suspected that Block 1 differences in NoGo re-
sponding might reflect differences in very early learning rates, we
assessed rapid learning on a trial-by-trial basis, by computing
“win-stay” and “lose-shift” measures. These measures are disso-
ciable from incremental probabilistic reinforcement integration,
and are thought to depend on PFC more than the BG (Frank &
Claus, 2006; Frank et al., 2007). If subjects are behaving adap-
tively, they should “stay with” a response that gets reinforced
(wins). Responses that yield negative outcomes, however, should
lead to “shifts” in response tendencies. As shown in Figure 4A,
patients’ delayed NoGo learning corresponded to a greatly reduced
tendency to “lose-shift” on NoGo trials, both in Block 1,
t(55) � 2.73, p � .01, and throughout the Training Phase,
t(55) � 2.88, p � .01. Controls shifted their responses 45%
of the time when a response to a NoGo stimulus led to a point-
deduction on a valid trial in the Training Phase, whereas patients
shifted only 30% of the time. Otherwise stated, controls required
only 2.2 instances of negative feedback to shift their response ten-
dency, while patients required significantly more (3.3) instances of
negative feedback. In contrast, patients did not show a reduced ten-
dency to “win-stay” on Go trials, either in Block 1, t(55) � 0.97, or
throughout the Training Phase, t(55) � 0.97. Both controls and

Figure 4. Measures of rapid reinforcement learning in subjects. (A) Rates of shifting in response to negative
feedback (point-losses following choices) in the first block (10 trials with each stimulus) and in the entire training
phase. Patients show a reduced tendency to “lose-shift,” relative to controls, leading to a lower rate of correct
rejections early in the task. (B) Rates of staying in response to positive feedback (point-gains following choices)
in the first block (10 trials with each stimulus) and in the entire training phase. Patients and controls do not differ
in their tendencies to “win-stay.”
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patients stayed more than 90% of the time their button presses
were reinforced on valid Go trials (Figure 4B). The above finding
suggests that patients and controls in this study show dramatic
differences in very early (putatively PFC-dependent) learning, and
that these differences diminish over time, as patients eventually
show rates of (putatively BG-dependent) learning similar to those
of controls, largely driven by negative feedback.

Correlation Analyses

We performed Spearman correlation analyses to assess relation-
ships between experimental measures of performance and clinical
variables of interest (assessments of avolition and global negative
symptoms, from the SANS, and assessments of positive and neg-
ative symptoms from the BPRS). As reported above, we observed
group differences in correct-reject rates and lose-shift rates in
Block 1, both findings supportive of a deficit in rapid reinforce-
ment learning in SZ. Further analyses revealed that both of these
measures correlated significantly with both total score on the
SANS, and the sum of scores on avolition items (see Table 2).
Both of these correlations were in the negative direction, indicating
that these learning deficits are most evident in patients with SZ
with severe negative symptoms. We also observed group differ-
ences in two measures of gradual (positive-feedback-driven) learn-
ing: RT acceleration across blocks of positive Training trials and
Go-response rates to familiar positive stimuli at Test/Transfer

(hits), corrected for baseline Go-response rates. Further analyses
revealed no systematic relationship between gradual Go-response
latency shortening and measures of negative symptoms, again
supporting the notion that this measure is BG DA-dependent,
whereas negative symptoms reflect PFC dysfunction. Similarly, in
the Test/Transfer phase, negative symptoms were not predictive of
deficits in selective responding to positive stimuli (again thought to
be BG DA dependent). Rather, we observed an unexpected posi-
tive correlation between these measures (i.e., preferences for pos-
itive training stimuli over neutral items were greatest in patients
with SZ with the most severe negative symptoms; Table 2). We
suspect that this is a spurious result as it goes in the opposite
direction from all of the other significant correlations. No signif-
icant correlations were observed between neuropsychological
measures and any of the experimental measures of performance
showing group differences.

Discussion

Using a novel Go/NoGo learning paradigm (Frank & O’Reilly,
2006), we found evidence that patients with SZ show differential
disruption of complementary systems for reinforcement learning.
Consistent with findings from our previous studies (Waltz et al.,
2007; Waltz & Gold, 2007), patients showed severe deficits in the
ability to use negative feedback to rapidly shift behavior on a
trial-to-trial basis, but nonetheless gradually learned to withhold
responses over the course of extended training. In contrast, patients
showed impaired integration of positive feedback (reduced striatal
Go learning in our model) across trials, as evidenced by selectively-
reduced Go-responding to positive stimuli during the test/transfer
phase, as well as the absence of RT speeding to positive stimuli
across training. We observed the same effects on procedural learn-
ing in simulations with an established neurocomputational model
of BG function, which has been used to account for similar
patterns of findings as a function of BG DA manipulation in other
studies (for review; Cohen & Frank, 2009).

The reduced rate of appropriate Go responding at test/transfer
suggests a weaker ability of positive reinforcement to drive re-
sponding over the long term, via direct BG pathway activation.
This effect was not attributable, in either human or model perfor-
mance, to a lower overall rate of Go responding: patients and
controls showed similar overall rates of Go responding at test/
transfer (and patients with SZ actually showed a significantly
elevated rate of Go responding during training, consistent with a
“Go bias”).

We view our current observation in patients with SZ of a deficit
in gradual reward-driven learning, in the presence of intact gradual
punishment-driven learning, as consistent with the results of the
recent pharmacological challenge study from (Frank & O’Reilly,
2006); using the same Probabilistic Go/NoGo paradigm. That
study showed reduced Go learning with the single low dose
administration of a D2 receptor agonist (cabergoline) in healthy
participants. Those findings were interpreted as reflecting reduced
phasic DA transmission due to activation of presynaptic D2 auto-
receptors (see also Santesso et al., 2009 for a similar result and
interpretation with another D2 agonist, together with a simulation
using the same BG model described here).

An attenuated reward anticipation signal could result from a
disruption of dopaminergic mechanisms of reinforcement learning

Table 2
Results of Correlation Analyses Between Experimental Measures
and Symptom Assessments

Spearman’s � P

SANS total
Block 1 Correct-reject rate �0.373 .030
Block 1 Lose-shift rate �0.461 .006
B1-B3 go response-time acceleration �0.196 ns
[Familiar Positive-Novel Neutral] contrast at test 0.407 .017

SANS avolition
Block 1 correct-reject rate �0.379 .027
Block 1 lose-shift rate �0.431 .011
B1-B3 Go response-time acceleration �0.109 ns
[Familiar Positive-Novel Neutral] contrast at test 0.365 .034

SANS anhedonia
Block 1 Correct-reject rate �0.258 ns
Block 1 Lose-shift rate �0.338 .051
B1-B3 Go response-time acceleration �0.070 ns
[Familiar Positive-Novel Neutral] contrast at test 0.302 .083

BPRS negative symptom cluster
Block 1 Correct-reject rate �0.381 .026
Block 1 Lose-shift rate �0.403 .018
B1-B3 Go Response-time acceleration 0.227 ns
[Familiar Positive-Novel Neutral] contrast at test 0.328 ns

BPRS reality distortion cluster
Block 1 Correct-reject rate �0.183 ns
Block 1 Lose-shift rate �0.251 ns
B1-B3 Go Response-time acceleration �0.149 ns
[Familiar Positive-Novel Neutral] contrast at test 0.178 ns

Note. SANS � Scale for the Assessment of Negative Symptoms; ns �
nonsignificant; BPRS � Brief Psychiatric Rating Scale; Neg Cluster �
Negative Symptom Cluster (Sum of 3 items: Emotional Withdrawal, Motor
Retardation, Blunted Affect); RD Cluster � Reality Distortion Cluster
(Sum of 4 items: Grandiosity, Suspisciousness, Hallucinations, Unusual
Thought Content).
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(McClure, Daw, & Montague, 2003), which are thought to be
derived from errors in reward prediction (Schultz et al., 1997).
Several recent neuroimaging studies have, in fact, provided evi-
dence for an attenuated positive reward prediction error signal in
the neostriatum in SZ (Koch et al., in press; Waltz et al., 2009),
which could lead to a reduced impact of positive feedback on
learning.

The elevated overall rates of Go responding shown by patients
with SZ may be consistent with evidence of excess tonic dopamine
levels in the BG in SZ (Abi-Dargham et al., 2000), which could
also degrade the fidelity of phasic DA signals, often linked to
learning (Schultz, 1998; Schultz et al., 1997). The plausibility of
this account is further supported by our modeling results which
show that elevated tonic DA activity accompanied by reduced
phasic bursting activity in an established computational model
produces similar impairments in reward integration as those ob-
served in patients with SZ.

The lack of a group difference in measures of procedural NoGo
learning point to the relative sparing of the D2-driven network
thought to support this ability (the indirect basal ganglia pathway).
As has been suggested previously (Frank et al., 2004; Waltz et al.,
2007), chronic administration of D2-antagonists may actually ben-
efit procedural NoGo learning by causing increased sensitivity of
D2 receptors in the striatum, which enhance indirect (NoGo)
pathway activation and plasticity (Day, Wokosin, Plotkin, Tian, &
Surmeier, 2008; Shen, Flajolet, Greengard, & Surmeier, 2008).
Indeed, simulations of D2 antagonism in the BG model lead to
progressive increases in avoidance behavior across days, as seen in
rats treated with haloperidol (Wiecki et al., 2009).

The clear impairment in trial-to-trial learning based on negative
outcomes, on the other hand, likely reflects a limited capacity to
use explicit representations of feedback to rapidly update value
representations, a faculty thought to rely on intact function and
ventral and medial aspects of PFC (Frank & Claus, 2006; Frank et
al., 2007; Rolls et al., 2003; Schoenbaum & Roesch, 2005). Cor-
relation analyses indicated that the ability to rapidly integrate
feedback in the service of learning to inhibit responses related
closely to negative symptoms, such as avolition. In our sample,
patients with the most severe negative symptoms showed the
greatest impairment in the ability to “lose-shift” – to avoid a
punished stimulus at its next presentation. The observation of
systematic relationships between negative symptom measures and
measures of rapid reinforcement learning fits with our previous
findings (Waltz et al., 2007; Waltz & Gold, 2007) and further
support ideas that these two phenomena share a neural substrate in
the PFC (Galderisi et al., 2008; Kirkpatrick & Buchanan, 1990;
Vaiva et al., 2002).

Caveats and limitations. Our model incorporates two critical
formulations regarding dopamine system architecture and func-
tion: 1) the functional segregation of D1 (direct) and D2 (indirect)
pathways in the BG, and 2) the asymmetric excitability of D2
relative to D1 cells in response to corticostriatal stimulation. We
acknowledge the existence of studies that emphasize a degree of
D1/D2 colocalization (notably Surmeier, Song, & Yan, 1996), as
well as alternative formulations that both direct and indirect path-
ways become activated in response to DA depletion (Miller, 2008).
In support of our theory and model, however, we cite recent
evidence from BAC transgenic mice for predominant (if not com-
plete) segregation D1 and D2 pathways in the BG (Gong et al.,

2003; Surmeier, Ding, Day, Wang, & Shen, 2007; Valjent, Ber-
tran-Gonzalez, Herve, Fisone, & Girault, 2009). In addition, recent
evidence suggests that dopamine depletion (and also D2 antago-
nism) enhances the asymmetric excitability of D2 relative to D1
cells in response to corticostriatal stimulation (Day et al., 2008;
Mallet, Ballion, Le Moine, & Gonon, 2006), as well as LTP in
striatopalliodal cells (Centonze et al., 2004; Hakansson et al.,
2006; Shen et al., 2008), and thus promote NoGo learning. In
humans, evidence is less direct, but genetic data suggest indepen-
dence of learning from positive and negative outcomes, relying on
DARPP-32 and DRD2 genes respectively (Frank & Hutchison,
2009; Frank et al., 2007), and DA drugs induce similar opposite
effects on Go and NoGo learning (Bodi et al., 2009; Frank &
O’Reilly, 2006; Frank et al., 2004; Moustafa et al., 2008).

Given that all of our patients were being administered therapeu-
tic doses of antipsychotic medications, it is plausible that, by
reducing DA transmission at D2 receptors (Seeman, 1987), DRD2
antagonists may have also impacted feedback-driven learning per-
formance in patients with SZ in our study. In order to determine if
systematic associations existed between any of our experimental
outcome measures and medication dose, we performed additional
correlational analyses. These analyses revealed no significant cor-
relations between behavioral measures and antipsychotic dose.
Thus, our present results do not suggest that performance deficits
in patients are due to the chronic administration of D2-blocking
medications, perhaps due to compensatory brain changes thought
to occur in the course of long-term antipsychotic drug administra-
tion (Burt, Creese, & Snyder, 1977; Joyce, 2001; Seeman et al.,
2005).

Clearly, this conclusion is limited by the fact that drug type and
dose were not randomly assigned, and the validity of haloperidol
dose conversions for second-generation antipsychotics is open to
question. It is further worth noting that the high number of patients
in our sample taking clozapine (53%) suggests possible resistance
to treatment with D2-antagonists in these patients. However, this
high percentage needs to be interpreted cautiously, given evidence
that clozapine is underutilized in most community settings (Kelly,
Kreyenbuhl, Buchanan, & Malhotra, 2007; Stroup et al., 2009). As
an academic clinical center with a focus on treatment research,
clozapine is far more likely to be tried at the MPRC than in most
community settings that have less experience in the use of this
compound. Thus, we suspect, but cannot prove, that the current
study cohort is less treatment-resistant than they appear to be,
given the frequency of clozapine use.

We acknowledge the importance of testing the hypothesis that
patients with SZ have a Go response bias, due to excessive
dopamine tone, in the context of controlled clinical trials, or
studies in medication-free patients. However, we regard the par-
cellation of reinforcement learning deficits in medicated patients
with SZ as critical to the therapeutic enterprise, in that reinforce-
ment learning deficits appear to relate closely to negative symp-
toms not typically remediated by antipsychotic drugs. Understand-
ing reinforcement learning deficits in medicated patients is a first
step in optimizing treatment and improving functional outcomes in
the vast majority of patients.
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